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Summary

Mobile Organised Crime Groups (MOCGs) are defined by the Dutch Police as a manifestation of internationally organised property crime; the offenders are only temporarily in the country where the crime is committed (for the purpose of this study - the Netherlands) and have no connection with that country. MOCGs are a complex and broad phenomenon, which currently takes a lot of manual effort for the Dutch Police to tackle, in which the results of the operation depends on the knowledge of the experts. To create additional insight into this phenomenon a clustering model is created on internal police data.

The cluster techniques that are applied to cluster the incidents of MOCGs are \(k\)-modes and greedy agglomerative clustering. The former method is an extension of the popular \(k\)-means and is applicable to be used with categorical data. It defines clusters based on the number of mismatching features between data points. For the latter method we have used the category utility (CU) function as goodness-of-clustering method. The CU function aims to maximise both the probability that two observations in one cluster have attributes in common and the probability that observations from different clusters have different attributes. For this method, the data first needs to be encoded, in which the data is represented in a numeric value for each feature or a binary vector. The features that are being used as input in the clustering models are the crime category, the location type and the stolen goods.

To evaluate the clustering methods, the adjusted rand index (ARI) and the adjusted mutual information (AMI) are computed for the predicted clusters and the clusters that are considered as ‘true’ in the validation set. The overall optimal number of clusters is determined by the performance evaluation metrics, and both metrics are considered equally important. The optimal number of clusters lies between 28 and 38 according to the performance evaluation metrics. The greedy agglomerative algorithm with numerical encoding performed overall the best on external validation metrics, and this was for 28 clusters. For the best model, the similarity of the incidents of the predicted clusters compared to the validation clusters (ARI) is on average 50% correct, and the agreement of the content of the incidents of the clusters (AMI) is a little higher, 57%.

The clusters of the validation set are visible in the results of the model, but often clusters of the validation set are merged in the results. Furthermore, incidents of the same suspect appear too often in different clusters. The results show that smaller clusters perform better than large clusters.
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